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Abstract

Negation is a fundamental linguistic phe-
nomenon that can entirely reverse the mean-
ing of a sentence. As vision language models
(VLMs) continue to advance and are deployed
in high-stakes applications, assessing their abil-
ity to comprehend negation becomes essen-
tial. To address this, we introduce NegVQA,
a visual question answering (VQA) benchmark
consisting of 7,379 two-choice questions cov-
ering diverse negation scenarios and image-
question distributions. We construct NegVQA
by leveraging large language models to gener-
ate negated versions of questions from existing
VQA datasets. Evaluating 20 state-of-the-art
VLMs across seven model families, we find
that these models struggle significantly with
negation, exhibiting a substantial performance
drop compared to their responses to the origi-
nal questions. Furthermore, we uncover a U-
shaped scaling trend, where increasing model
size initially degrades performance on NegVQA
before leading to improvements. Our bench-
mark reveals critical gaps in VLMs’ negation
understanding and offers insights into future
VLM development.

1 Introduction

Vision language models (VLMs) such as GPT-40
and Claude have demonstrated remarkable capabil-
ities in understanding and reasoning about visual
content through natural language interactions (Ope-
nAl, 2023; Anthropic, 2024). These models can an-
swer image-based questions, generate descriptions,
and engage in multi-turn dialogues about visual
scenes (Liu et al., 2023; Deitke et al., 2024; Wang
et al., 2024b). More recently, they have been inte-
grated into embodied Al systems and robotics, al-
lowing direct interaction with environments and hu-
mans in high-stakes scenarios (Driess et al., 2023;
Brohan et al., 2023; Kim et al., 2024a).

Despite their impressive progress, VLMs’ abil-
ity to understand negation (Ackrill et al., 1975)—a

fundamental linguistic phenomenon that can com-
pletely alter the meaning of a sentence—remains
poorly understood. A failure to correctly interpret
negation can lead to critical errors, particularly in
interactive Al systems. For instance, if a user in-
structs a VLM not to take a certain action or asks
about something that is absent, misunderstanding
negation could result in actions contrary to user
intent and pose serious safety risks.

To address this, we introduce NegVQA, a visual
question answering (VQA) benchmark designed to
assess VLMs’ comprehension of negation. While
existing VQA datasets primarily focus on affirma-
tive questions, NegVQA systematically examines
negation understanding across diverse scenarios.
The dataset consists of 7,379 two-choice questions,
covering a range of negation types, including cases
where objects are absent, attributes such as colors
or sizes are negated, actions are described in terms
of what is not happening, and more complex forms
of negation that require deeper reasoning. To con-
struct NegVQA, we leverage large language models
to generate natural negations of questions from
existing VQA datasets, ensuring fluency while cre-
ating challenging evaluation cases that test both
linguistic and visual understanding.

We evaluate 20 state-of-the-art VLMs across
seven model families and find that negation re-
mains a major challenge. Despite their strong per-
formance on standard VQA tasks, all models strug-
gle significantly when faced with negated ques-
tions. For instance, Qwen2-VL-72B (Wang et al.,
2024b), the best-performing model, achieves 92.2%
accuracy on original questions but drops nearly 20
percentage points to 72.7% on NegVQA. Further-
more, we observe a U-shaped scaling trend, where
increasing model size initially leads to worse per-
formance on negation before eventually improving.
This finding raises important questions about how
VLMs process negation and how to scale up VLMs
to enhance negation understanding abilities.
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Figure 1: NegVQA dataset overview. (Middie) NegVQA comprises a diverse set of negated questions, totaling 7,379
instances sourced from various VQA datasets and domains (general, document/chart, reasoning, OCR). (Left/Right)
Example questions from different datasets and domains, with correct answers highlighted in green.

In summary, we propose NegVQA, a critical diag-
nostic tool for evaluating negation comprehension
in VLMs. Our study establishes baseline perfor-
mance across major VLM families, reveals their
significant shortcomings and uncovers scaling be-
haviors. These insights highlight the need to de-
velop more robust and trustworthy VLMs that can
accurately handle negation, a fundamental aspect
of natural language understanding.

2 Dataset: NegVQA

This section details the construction and statistics
of NegVQA, our benchmark for evaluating vision
language models’ ability to handle negation.

2.1 Data Curation

We construct NegVQA by systematically trans-
forming questions from VMCBench (Zhang et al.,
2025), a multi-choice visual question answering
(VQA) benchmark spanning various datasets and
domains, into negated versions using GPT-40 (Ope-
nAl, 2023). Our curation process consists of two
main steps.

First, we prompt GPT-40 to generate negated
versions of the original questions while preserv-
ing their syntactic structure and meaning (see Ap-
pendix Figure 3 for prompt details). For example,
the question "Who wrote this book?" is transformed
into "Who did not write this book?" We exclude
questions that cannot be meaningfully negated (e.g.,
"Find the value of x."), as determined by GPT-40’s
assessment of their negatability. After filtering,
7,379 out of 9,018 questions were identified as
negatable and successfully transformed. To assess

the accuracy of GPT-40’s negation process, we
manually verified 100 sampled negated questions
and found that 97% were correctly negated (three
errors are provided in Appendix Figure 4), confirm-
ing the high reliability of the method.

Second, we adjust the answer choices to reflect
the negation. Each original four-choice question is
reduced to a two-choice format, where we select the
correct answer and randomly sample an incorrect
choice, then invert their correctness. For instance,
in the original question "Who wrote this book?", if
the correct answer is "Samuelis Pufendorfii" and
an incorrect choice is "Joannem Amstelodami”, we
generate "Who did not write this book?" where
"Joannem Amstelodami” becomes the correct an-
swer, and "Samuelis Pufendorfii” the incorrect one.
This ensures that the negation meaningfully im-
pacts the answer selection.

2.2 Statistics and Examples

NegVQA incorporates questions from 20 widely-
used VQA datasets within VMCBench, cover-
ing a broad range of vision language under-
standing tasks. It includes datasets for gen-
eral VQA capabilities (VQAv2 (Goyal et al,,
2017), OKVQA (Marino et al., 2019), MM Vet (Yu
et al., 2024), VizWiz (Gurari et al., 2018), A-
OKVQA (Schwenk et al., 2022), MMStar (Chen
et al., 2024), SEEDBench (Li et al., 2024)),
reasoning tasks (MathVision (Wang et al.,
2024a), GQA (Hudson and Manning, 2019),
MMMU (Yue et al., 2024), RealWorldQA (xAl,
2024), MathVista (Lu et al., 2024b), Sci-
enceQA (Lu et al., 2022)), OCR-based VQA
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Figure 2: Model performance and scaling analysis on NegVQA across different VLM families and task
categories. (7op left) Performance on the original non-negated two-choice questions shows high accuracy and a
positive scaling trend. (Top right) Performance on NegVQA (negated two-choice questions) is significantly lower,
with models exhibiting a U-shaped scaling pattern—initially decreasing before improving as model size increases.
(Bottom) Category-wise breakdown of NegVQA performance (reasoning, document/chart, general), where the
U-shaped scaling effect is more pronounced in reasoning and document/chart categories.

(OCRVQA (Mishra et al., 2019), TextVQA (Singh
et al., 2019)), and document/chart compre-
hension (DocVQA (Mathew et al., 2021), In-
foVQA (Mathew et al., 2022), ChartQA (Masry
et al., 2022), TableVQABench (Kim et al., 2024b),
AI2D (Kembhavi et al., 2016)). The final dataset
contains 7,379 questions distributed across these
datasets and domains, with the detailed distribution
and example questions visualized in Figure 1.

NegVQA is designed to systematically test
VLMs’ ability to process negation in diverse vi-
sual scenarios. The dataset ensures diversity in
negation forms, covering cases related to objects,
attributes, logical reasoning, spatial relationships,
and more. Additionally, all transformed questions
have strong visual relevance, requiring models to
understand both the image content and the linguis-
tic negation to generate correct answers. NegVOA
thus serves as a comprehensive benchmark that
evaluates vision language models’ ability to under-
stand negation in different visual scenarios, pro-
viding critical insights into their limitations and
potential improvements.

3 Results

In this section, we describe our experimental setup
and present our findings on VLM performance on
NegVQA. Our evaluation highlights two key in-
sights: current VLMs exhibit significant difficulty

in understanding negation, regardless of their size
or architecture, and model scaling exhibits a U-
shaped performance trend.

3.1 Experimental Setup

We evaluated 20 state-of-the-art vision language
models (VLMs) from 7 model families on NegVQA,
including Qwen2-VL (Wang et al., 2024b),
Molmo (Deitke et al., 2024), Cambrian (Tong et al.,
2024), VILA (Lin et al., 2024), DeepSeek-VL (Lu
et al., 2024a), LLaVA1.5 (Liu et al., 2023), and
InstructBLIP (Dai et al., 2023). For each family,
we tested multiple model sizes to analyze scaling
behavior. All evaluations were conducted in a zero-
shot setting using the prompt:

Question: <image> {question}

Options: A. {A} B. {B} C. {C} D. {D}
Answer with the option's letter from the
given choices directly.

The results are summarized in Figure 2, with de-
tailed performance provided in Appendix Table 1.

3.2 Findings

VLMs struggle with negation understanding.
Our evaluation reveals that current VLMs consis-
tently underperform on NegVQA compared to stan-
dard, non-negated VQA tasks. As shown in Fig-
ure 2 (top left vs. top right), performance drops
significantly across all model families on negated



questions. The highest-performing model, Qwen?2-
VL-72B (Wang et al., 2024b), achieves only 72.7%
accuracy on NegVQA, compared to 92.2% on non-
negated questions—a gap of 19.5 percentage points.
On average, model performance decreases by 29.7
points on negated questions compared to the origi-
nal non-negated questions. This substantial decline
is observed across different question types and do-
mains, indicating a fundamental limitation in how
VLMs process negation. Appendix Table 1 pro-
vides detailed numerical results.

Model scaling exhibits a U-shaped trend. An
intriguing pattern emerges in model scaling: as
models grow larger, their performance on NegVQA
initially degrades before improving at the high-
est scales. This U-shaped trend (Wei et al., 2022;
Zhang et al., 2023) is demonstrated in model fam-
ilies such as Cambrian (Tong et al., 2024) and
VILA (Lin et al., 2024) (Figure 2, top right), and
is more evident in reasoning and document/chart-
based tasks (Figure 2, bottom left). Appendix
Figure 5 provides a detailed breakdown of perfor-
mance across individual datasets.

The U-shaped scaling behavior can be inter-
preted into three phases. In the initial phase,
smaller models exhibit limited but relatively sta-
ble performance on NegVQA. In the intermedi-
ate phase, as models scale up, their accuracy de-
clines—Ilikely because they become more profi-
cient at answering standard VQA questions but fail
to adjust for negation, leading them to misinterpret
negated queries as affirmative ones. Finally, in the
large-scale phase, models begin to recover, demon-
strating improved negation comprehension, likely
due to the development of more advanced language
understanding capabilities.

Overall, these results underscore the persistent
challenges VLMs face in handling negation and
highlight the intriguing scaling behavior of VLMs.

4 Related Work

Vision language models (VLMs). VLMs
enable multimodal understanding by modeling
P(y¢|y<¢, ) in an auto-regressive manner, where
y; represents text tokens and x represents visual
input. Modern VLMs typically comprise three key
components: a visual encoder (often CLIP (Rad-
ford et al., 2021)), a language model, and a linear
or MLP projector connecting them. Notable ex-
amples include proprietary models such as GPT-
40 (OpenAl, 2023) and Claude (Anthropic, 2024),

as well as open-source models like LLaVA (Liu
et al., 2023) and BLIP (Li et al., 2023). These mod-
els are generally trained on image-text pairs and
instruction-tuning datasets, leveraging pre-trained
vision and language components. While they ex-
hibit strong performance on various image under-
standing tasks (Liu et al., 2023; Deitke et al., 2024;
Wang et al., 2024b) and have been applied in em-
bodied Al and robotics (Driess et al., 2023; Brohan
et al., 2023; Kim et al., 2024a), their ability to han-
dle negation remains largely unexplored.

Negation understanding. Negation plays a fun-
damental role in language comprehension (Ackrill
et al., 1975). Most prior research has focused on
evaluating language models’ ability to understand
negation (Hossain et al., 2020; Fancellu and Web-
ber, 2015; Kassner and Schiitze, 2020; Zhang et al.,
2023). More recently, studies have begun assess-
ing CLIP (Radford et al., 2021)’s understanding of
negation (Alhamoud et al., 2025; Singh et al., 2024;
Quantmeyer et al., 2024). However, to the best of
our knowledge, no prior work has systematically
evaluated negation comprehension in generative
VLMs. In this work, we introduce NegVQA, the
first benchmark designed to assess VLMs’ ability to
handle negation. Given the increasing deployment
of VLMs in real-world embodied Al systems, un-
derstanding their limitations in processing negation
is crucial, as failures in user intent interpretation
could lead to unintended and risky scenarios.

Scaling trends. Scaling up models has been a
dominant approach in advancing foundation mod-
els. However, most scaling studies have focused on
language models (Kaplan et al., 2020; Brown et al.,
2020; Ruan et al., 2024). While many tasks bene-
fit from scaling, some exhibit inverse scaling (Lin
et al., 2022; McKenzie et al., 2023) or U-shaped
scaling (Wei et al., 2022; Zhang et al., 2023). In
this work, we analyze scaling effects in vision lan-
guage models on the negation task and reveal a
similar U-shaped scaling pattern.

5 Conclusion

In this work, we present NegVQA, a benchmark de-
signed to evaluate vision language models’ ability
to comprehend negation. Our analysis of 20 VLMs
highlights their significant limitations in handling
negation and uncovers a U-shaped scaling pattern
in performance. We envision NegVQA as a valuable
resource for advancing linguistically competent,
safe, and trustworthy vision language models.



Limitations

Our study has three limitations: First, while our
multiple-choice format enables controlled experi-
mentation and easy evaluation metrics, it may not
fully capture how VLMs handle negation in more
open-ended or real-world scenarios where models
cannot rely on predefined answer choices. Second,
we focus exclusively on zero-shot evaluation, due
to current VLMs’ architectural constraint of accept-
ing only single image inputs, leaving unexplored
how few-shot prompting might affect negation un-
derstanding and performance scaling. Third, al-
though we manually verified the accuracy of 97%
of our automatically generated questions, our LLM-
based approach for converting existing VQA ques-
tions into negated forms may introduce subtle er-
rors in question formulation. Despite these limita-
tions, our work provides the first comprehensive
analysis of how VLMs process negation, uncover-
ing both their current limitations and a U-shaped
scaling pattern. The NegVQA benchmark estab-
lishes a foundation for systematically evaluating
and improving how future vision language models
handle this fundamental linguistic operation.
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Original Non-negated Questions Negated Questions (NegVQA)

Model General Reason OCR Doc&Cht Average General Reason OCR Doc&Cht Average
Cambrian-8B 87.6 740 934 809 83.8 572 506 71.8 50.1 55.7
Cambrian-13B 877 735 959 805 83.6 50.1 489 692 457 50.3
Cambrian-34B 90.0 803 96.6 85.0 87.4 646 532 815 495 59.9
InstructBLIP-7B 585 539 700 484 553 236 322 207 365 28.9
InstructBLIP-13B 758 625 68.1 539 67.0 266 412 203 473 352
DeepSeek-VL-1.3B 815 66.6 88.6 659 75.0 335 435 346 394 37.2
DeepSeek-VL-7B 847 712 913 731 79.8 404 419 537 424 41.9
LLaVA-1.5-7B 81.0 67.7 855 61.1 73.3 477 454 497 482 47.9
LLaVA-1.5-13B 828 665 864 623 74.3 37.8 412 404 439 40.3
Molmo-1B 83.6 717 920 777 80.7 30,0 35.6 304 345 322
Molmo-7B-O 83.1 699 912 814 81.3 374 417 494 336 38.6
Molmo-7B-D 856 67.8 948 843 83.0 559 48.6 753 497 55.3
Molmo-72B 894 782 96.7 89.0 87.5 748 647 939 721 74.5
Qwen2-VL-2B 88.6 747 96.1 84.8 854 519 523 78.0 462 534
Qwen2-VL-7B 913 798 972 894 88.8 58.8 51.8 820 53.0 57.2
Qwen2-VL-72B 93.6 834 990 9438 922 717 641 91.8 724 72.7
VILA1.5-3B 839 68.0 882 66.0 76.1 396 47.1 519 46.6 44.8
VILA1.5-8B 83 712 91.0 694 78.5 56.7 533 684 505 56.2
VILA1.5-13B 857 737 916 703 79.6 514 487 625 476 51.2
VILA1.5-40B 894 786 963 815 85.7 732 63.0 903 618 70.5

Table 1: Performance of 20 vision language models from 7 families on NegVQA and the original non-negated
dataset.

*xTask :xx

You will be given an question collected from existing visual question answering datasets. Your task is to
< produce a minimally modified, negated version of the question by inserting a negation (e.g., "not",
<~ "do not”, "isn't", etc.) in a way that:

1. *xMinimal Changes:*x* Alters the original question as little as possible.

2. *xAnswer Inversion:** Causes the original correct answer to become incorrect while making one of the
< originally incorrect answers correct.

3. xxLinguistic Accuracy:*x Adheres to proper grammar and preserves the semantic intent of the question.

*xSpecial Case:*x*

1. Do not negate any background that is provided along with the question (e.g., mathematical conditions,
< background information, etc). Only negate the question itself (usually the last sentence).

2. If it is not possible to create a valid negation that meets these criteria, return an empty string for
< the negated question and set the flag “is_negatable™ to ~false™.

*x0Qutput Format:*x
Your response should be an object with the following structure:

{
"negated_question”: "<your negated question (with original background information) here, or an empty
<~ string if not negatable>",
"is_negatable"”: <true/false>
3

Figure 3: Detailed prompts for adding the negation using GPT-4o.

Original Question: how many total singles does he have?
Negated Question: how many total singles does he not have?

Original Question: As shown in the figure, points A, B, and C are three points on O, and the straight line
< CD and O are tangent to point C. If DCB = 40.0, then the degree of CAB is ()

Negated Question: As shown in the figure, points A, B, and C are three points on 0, and the straight line
< CD and O are not tangent to point C. If DCB = 40.0, then the degree of CAB is ()

Original Question: If cricket was removed from the food web, there would be
Negated Question: If cricket was not removed from the food web, there would be

Figure 4: Errors in negated questions generated by GPT-4o. The first question cannot be negated, while the
second and third questions are negated in the condition, whereas the negation should apply to the main question.
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Figure 5: Model performance and scaling analysis on NegVQA across different VLM families and datasets.
For each of the 20 subsets in NegVQA, we present scaling curves for both the original non-negated dataset and the
negated dataset from left to right, resulting in a total of 40 figures.
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